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Statistical Analysis

• Univariate Statistics

– Hypothesis testing one variable at a time

– Test of statistical significance

• Bivariate Statistics: Tests of hypotheses involving two variables.

• Multivariate Statistics: Statistical analysis involving three or 

more variables or sets of variables.
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Hypothesis Testing

Hypothesis:

• Unproven proposition

• Supposition that tentatively explains certain facts or phenomena

• Assumption about nature of the world

Null hypothesis vs. Alternative hypothesis

• Alternative hypothesis

– Statement that indicates the opposite of the null hypothesis

• Null hypothesis

– Statement about the status quo

– No difference
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Hypothesis Testing and Statistical Significance

• Statistical inference: statements about population based on a 

sample

• Differences due to random sampling error vs. statistical 

significant results

• Results are statistically significant if it is unlikely that they have 

occurred by chance
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Significance Levels and p-Values

Significance Level (Alpha):

• Critical probability in choosing between the null hypothesis and the 

alternative hypothesis

• Significance level selected is typically .05 or .01

p-value: 

• Probability value, or the observed or computed significance level

• p-values are compared to significance levels to test hypotheses
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Example

Customer satisfaction in a restaurant: owner wants to show, that 

actual satisfaction differs form 3 (= neither satisfied nor dissatisfied)

The null hypothesis that the mean is equal to 3.0:

H0:

The alternative hypothesis that the mean is not equal to 3.0:

H1:

0.3  

0.3  

N = 225

S = 1.5  

78.3X
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A Sampling Distribution
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Critical values of μ

Critical value - lower limit
n

S
ZZS

X
- or    - 

804.2
225

5.1
96.1- 0.3

Critical value - upper limit
n

S
ZZS

X
 or     

196.3
225

5.1
96.1 0.3
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t-/z-Values
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Region of Rejection
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Hypothesis Test

The mean does not equal to 3.0  rejection of the null hypothesis 
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Alternate Way of Testing the Hypothesis
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Hypothesis Test: Z-Values

0 1,96-1,96 7,8
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Type I and Type II Errors

Accept null Reject null

Null is true

Null is false

Correct-

no error

Type I

error

Type II

error

Correct-

no error
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Choosing Statistical Techniques

Choice of appropriate statistical techniques depends on:

1. Type of question to be answered

2. Number of  variables

– Univariate

– Bivariate

– Multivariate

3. Scale of measurement

• Parametric vs. nonparametric statistics
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t-Distribution and Degrees of Freedom

t-Distribution:

• Symmetrical, bell-shaped distribution

• Mean of zero and a unit standard deviation

• Shape influenced by degrees of freedom

Degrees of Freedom (d.f.): the number of observations minus the 

number of constraints/assumptions

t-Test: A hypothesis test that uses the t-distribution. A univariate t-

test is appropriate when the variable analyzed is interval or ratio.
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t-Distribution
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Confidence Interval Estimate Using the t-distribution

= population mean

= sample mean

= critical value of t at a specified confidence

level

= standard error of the mean

= sample standard deviation

= sample size

..lct
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xcl stX

17

66.2

7.3

n

S

X

xcl stX

17

66.2

7.3

n

S

X

Calculating a Confidence Interval Estimate using the 

t-Distribution

07.5)17/66.2(12.27.3limitupper 

33.2)17/66.2(12.27.3limitlower 

• Example: How long do MBA students remain on their first job? 

• It can be concluded with 95 percent confidence that the 

population mean for the number of years spent on the first job 

by MBAs is between 5.07 and 2.33.
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t-/z-Values
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Univariate Hypothesis Test Utilizing the t-Distribution

Production manager wants to show, that the average number of 

defective assemblies each day differs from last years average 

number of 20

n = 25 days 

= 22

= 5

X

S

20  :

20  :

1

0

H

H



22Organisationsforschung I - Prof. Dr. Olaf Rank

Univariate Hypothesis Test Utilizing the t-Distribution

The researcher desired a 95 % confidence, the significance level 

becomes .05.

The researcher must then find the upper and lower limits of the 

confidence interval to determine the region of rejection. Thus, the 

value of t is needed. For 24 degrees of freedom (n-1, 25-1), the t-

value is 2.064.

064.22064.220
25

5
064.220.. Xlc St

936.17064.220
25

5
064.220.. Xlc St

Lower limit:

Upper limit:
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t-/z-Values
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Univariate Hypothesis Test Utilizing the t-Distribution

Because

22 < 22.064

• Sample mean of is not included in the region of rejection.

• Consequence: Null Hypothesis cannot be rejected, manager’s 

assumption seems not to be correct.

 average number of defective assemblies each day does not 

differ significantly from last years average number of 20
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Confidence Interval Estimate (t-distribution)
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Testing a Hypothesis about a Distribution

• Chi-Square test: Test for significance in the analysis of 

frequency distributions

• Compare observed frequencies with expected frequencies

• “Goodness of Fit”
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Chi-Square Test

i

ii )²(
  ²

E
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x

x² = chi-square statistics

Oi = observed frequency in the ith cell

Ei = expected frequency on the ith cell
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Example: Chi-Square Test

• Awareness of a brand of automobile tire

• H0: number of consumers aware of tire brand equals the number 

unaware of the brand; expected probability (aware or unaware) = .5

• H1: expected probability (aware or unaware) ≠ .5 

Awareness of Tire 

Manufacturer‘s Brand
Frequency

Aware 60

Unaware 40

100



29Organisationsforschung I - Prof. Dr. Olaf Rank

Univariate Hypothesis Test: Chi-square Example

4
50

5040

50

5060
22

2

d.f. = k – 1, with k = number of cells associated with column or row data

d.f. = 2 – 1 = 1

Critical chi2-value is 3.84 < 4
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